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Almost all existing causal feature selection methods are proposed without considering the problem of sample selection bias.

However, in practice, as data-gathering process cannot be fully controlled, sample selection bias often occurs, leading to

spurious correlations between features and the class variable, which seriously deteriorates the performance of those existing

methods. In this paper, we study the problem of causal feature selection under sample selection bias and propose a novel

Progressive Causal Feature Selection (PCFS) algorithmwhich has three phases. First, PCFS learns the sample weights to balance

the treated group and control group distributions corresponding to each feature for removing spurious correlations. Second,

based on the sample weights, PCFS uses a weighted cross-entropy model to estimate the causal efect of each feature and

removes some irrelevant features from the confounder set. Third, PCFS progressively repeats the irst two phases to remove

more irrelevant features and inally obtains a causal feature set. Using synthetic and real-world datasets, the experiments have

validated the efectiveness of PCFS, in comparison with several state-of-the-art classical and causal feature selection methods.

CCS Concepts: · Computing methodologies✙ Feature selection.

Additional Key Words and Phrases: causal feature selection, sample selection bias, causal efect

1 INTRODUCTION

In the big data era, high-dimensional datasets are ubiquitous in various real-world applications, such as text
mining and image classiication. Feature selection, which is to identify a subset of relevant features from the
originate features for building robust prediction models, is more urgent than ever, as it can well reduce the
complexity of the high-dimensional learning tasks while improving the interpretability and robustness of the
learning algorithm [33]. Due to its importance, feature selection has been well studied, and many methods for
feature selection have been developed, which fall into two main categories, classical feature selection [8, 14]
and causal feature selection [6, 7, 29, 34]. For instance, BASSUM [8] leverages knowledge from both labeled and
unlabeled samples for feature selection. SELF [6] utilizes a structural equational likelihood framework and a
hill climbing based causal structure discovery algorithm for identifying causes and efects. THP [7] recovers
causal structure on event sequences following diferent but related distributions, and learns causal features of a
given interesting variable using the learned causal structure. In contrast to classical feature selection, a prediction
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Fig. 1. (a) The dependencies among C, V, and Y in an unbiased dataset. (b) Selection bias (S) leads to spurious associations
between V and (C,Y) in a biased dataset.

model built with causal features is more robust, as causal features imply the causal mechanism around the class
variable [32].

Recently, many causal feature selection methods have been presented, with the aim to identify the Markov
blanket (MB) of a class variable, which contains its PC (parents and children) and spouses (other parents of
the children of the class variable) [16]. In theory, the MB of the class variable is the optimal feature subset for
feature selection, as the class variable is independent of the remaining features given the MB of the class variable.
Existing methods can be mainly categorized into simultaneous MB learning and divide-and-conquer MB learning
[32]. The former learns PC and spouses simultaneously and does not distinguish PC from spouses, such as GSMB
[16], IAMB [24], and EAMB [10]. However, this type of methods requires the number of samples to be exponential
to the size of the MB set, and thus they are not data-eicient. To alleviate this problem, divide-and-conquer MB
learning methods have been proposed, which learn PC and spouses separately, such as HITON-MB [1], EEMB
[26], and CCMB [28].
While emerging successes have been made, existing causal feature selection algorithms rarely consider the

problem of sample selection bias [4, 5] that is ubiquitous in practical applications, leading to limited performance.
This can be explained from the perspective of causality. Let Y be the class label, X = C ∪ V be the set of features in
training data, where C is a set of causal features, V is a set of irrelevant features, and C ∩ V = ∅. The dependencies
among C, V, and Y are depicted in Fig. 1 (a), where the directed edges represent the causality, e.g., C is a direct
cause of Y. In practical applications, it is often hard to control the data-gathering process, leading to the collected
data often sufer from the sample selection bias problem, as shown in Fig. 1 (b), where S denotes a binary indicator
of a sample (S = 0 represents that a sample is not selected into a training dataset and S = 1 otherwise).

Taking image classiication as an example, when building a camel image classiication model, we may collect
a training dataset where most of camel pictures were taken in the desert (S = 1), excluding the camel pictures
taken in other backgrounds (S = 0). If sample selection bias occurs, the path V→ S← C→ Y will be activated, as
nodes C, S, and V form a V-structure [17]. That is, V is conditionally dependent of C given the selection bias S,
and hence V is dependent on Y in this case. If using the biased dataset to perform causal feature selection, the
background feature desert will be selected as a causal feature. However, in fact, the feature desert is not a causal
feature of camel images. That is, sample selection bias will severely deteriorate the performance of existing causal
feature selection methods. In addition, in practice, true causality can only be determined by using controlled
experimentation, and thus the causal features learned by existing causal feature selection methods are only
potentially causal features, not true causal features.

Then a question naturally arises: how to select true causal features under sample selection bias? To tackle this
problem, in this paper, we propose a novel progressive causal feature selection (PCFS) algorithm for selecting
causal features. Our main contributions are summarized as follows.
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• We investigate the important problem of causal feature selection under sample selection bias and propose
an algorithm called PCFS, which progressively removes irrelevant features for identifying causal features
by estimating the causal efect between features and the class variable.
• We have conducted extensive experiments using both synthetic and real-world datasets, and have compared
PCFS with several state-of-the-art algorithms, to demonstrate the efectiveness of PCFS.

2 RELATED WORK

A variety of methods has been designed for feature selection recently, and they fall into two main categories,
classical and causal feature selection methods. For the details on the former, we refer the readers to related
literature, e.g., [14]. In this paper, we mainly focus on the latter.
Existing causal feature selection methods can be broadly categorized into two diferent types. One is the

simultaneous MB learning methods which learn PC and spouses of the class variable simultaneously without
distinguishing spouses from its PC. To name a few, given the entire candidate MB currently selected, GSMB [16]
employs a forward-backward strategy to greedily identify an MB of the class variable at each iteration. As a
variant of GSMB, at each iteration, IAMB [24] selects the feature that has the highest association with the class
variable into the candidate MB set, and thus obtains better performance than GSMB. To further improve the
eiciency of IAMB, two variants, Fast-IAMB [31] and FBED� [3], have been proposed. Diferent from IAMB,
in the forward phase, an aggressively greedy strategy is applied in Fast-IAMB and an early dropping strategy
is adopted in FBED� to accelerate MB learning. To tackle the problem of unreliable conditional independence
(CI) tests, EAMB [10] irst learns an MB subset, and then recovers true positive MB features from discarded
features. However, these methods encounter the data-ineicient problem, as the data samples required by those
algorithms is exponential to the size of the MB set. When the data samples are insuicient, low-quality MBs
would be learned.

To reduce the data requirements, divide-and-conquer MB learning methods have been proposed, which irst
learn PC, and then identify spouses of the class variable. One typical method is MMMB [25], which irst discovers
PC of the class variable using the max-min parents and children (MMPC) algorithm, and then learns a superset of
MB by identifying the PC set of each feature within the PC set of the class variable, and inally removes false
positives to discover spouses. Diferent from MMMB, HITON-MB [1] employs the HITON-PC algorithm that
interleaves the forward phase and the backward phase to remove false positives from the PC set as early as
possible for accurate PC learning. However, HINTON-MB may discard some true positive MB features due to
unreliable CI tests. To alleviate this problem, Wu et al. present a concept of PCMasking to describe a type of
incorrect CI tests during MB learning, and propose the CCMB algorithm to tackle the PCMasking phenomenon
for accurate MB learning [28]. To achieve the trade-of between time eiciency and data eiciency, BAMB [15]
and EEMB [26] alternatively learn PC and spouses. Instead of learning causal features from a single dataset,
MCFS [34] obtains causal features from multiple intervention datasets by using the concept of causal invariance.
However, just as we discussed in Section 1, they do not consider the sample selection bias problem and only

learn potential causal features, resulting in limited performance.

3 PRELIMINARY WORK

Supervised AutoEncoder: An unsupervised autoencoder is a feed forward neural network with an input layer,
one or more hidden layers, and an output layer. The autoencoder framework consists of an encoding phase and a
decoding phase. To be speciic, given input data X ∈ R�×� , where � and � are the number of training examples
and features, respectively, the autoencoder irst uses multiple nonlinear encoding processes to encoder it to learn
low-dimensional representations � (X) of X, and then decodes � (X) to obtain the output data X̂. The encoding
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Fig. 2. The framework of PCFS.

and decoding processes can be formalized as follows.

Encode : � ( � ) = � (� ( �−1)U
( � )
1 + b

( � )
1 ), � = 1, 2, · · · , �,

Decode : � ( � ) = � (� ( �−1)U
( � )
2 + b

( � )
2 ), � = 1, 2, · · · , �,

(1)

where � is a nonlinear activation function (e.g. sigmoid function), and � is the number of hidden layers. Here, � (0)

= X. � (� ) , denoted by � (·), is the low-dimensional representations of X, and � (0) = � (� ) . U
( � )
1 and U

( � )
2 are the

weight matrixes. b
( � )
1 and b

( � )
2 are the bias vectors. The autoencoder optimizes � (X) by minimizing reconstruction

error between X and X̂. The objective function of an unsupervised autoencoder is formalized as follows.

L�� =

1

�
∥X − X̂∥2 + �1

�︁

�=1

2︁

�=1

(
�

�|U
( � )
� | |

2 + ||b
( � )
� | |

2), (2)

where �1 is the balancing parameter.
The supervised autoencoder further improves the quality of low-dimensional representations using the label

information and incorporates a cross-entropy loss ℓ(·) to the objective function as follows.

L��� =

1

�
∥X − X̂∥2 + �1

�︁

�=1

2︁

�=1

(
�

�|U
( � )
� | |

2 + ||b
( � )
� | |

2) + �2ℓ (� (� (X)),Y), (3)

where � is a classiier and �2 is the balancing parameter.

4 PROPOSED PROGRESSIVE CAUSAL FEATURE SELECTION

Overview of PCFS.We propose the PCFS algorithm to learn causal features for building a robust prediction
model. The framework of PCFS is shown in Fig. 2. PCFS consists of three phases. Phase 1 learns weights for
training samples to balance the distribution of the treated and control groups of each feature. Phase 2 irst assigns
sample with the weights learned in phase 1, and then uses the weighted cross-entropy algorithm to compute
the causal efect of each feature and removes some irrelevant features. Phase 3 repeats phase 1 and phase 2 to
perform causal feature selection by progressively removing irrelevant features.

Phase 1: Learning sample weights. The presence of sample selection bias often leads to that some irrelevant
features are selected by existing causal feature selection algorithms. In practice, given a single feature, if we know
the causal efect between the feature and the class label, we can determine whether the feature is a causal feature
or an irrelevant feature. Therefore, it is necessary to estimate the causal efect between features and the class
variable when performing causal feature selection. In reality, the true causality can be identiied by performing
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randomized experiments. However, in many practical applications, it is often hard to carry out randomized
experiments. Instead, we estimate the causal efect using observational data.

The key challenge of estimating causal efect using observational data is to remove the confounding bias [19]
induced by the confounders that afect both the treatment � and the class variable. To this end, a confounder
balancing technique is adopted. Speciically, given a treatment feature � , when estimating the causal efect
between � and the class variable, we irst need to identify confounders. However, in observational studies, the
prior knowledge on the causal structure is unknown, that is, we do not know which features are confounders,
and thus the remaining features as regarded as confounders, as shown in Fig. 3 (a), the confounder set of � is
X⧹{� }. Second, a new dataset is constructed by using these confounders as features. Third, according to the
value of the samples in the feature � , the samples in the new dataset are divided into two groups, i.e. a treated
group (�=1) and a control group (�=0). If the value of the sample in the feature is 1, the sample is divided into the
treated group. Otherwise, the sample is assigned to the control group. We can estimate the causal efect of � on
the class variable by comparing the average diference between treated and control groups.

However, due to sample selection bias, the distribution of the treated group is often diferent from that of the
control group. To estimate the causal efect of a treatment feature � , we can learn a set of samples weight� to
balance the data distribution between the treated group and the control group as follows.

L =













︁

�
�=1�� · �� ·�� −

︁

�
�=1�� · �� · (1 −�� )













2

2

+ �3 (
︁

�
�=1�� − �)

2

+ �4

︁

�
�=1 (�� − 1)

2,

(4)

where �� is the �
�ℎ sample of the data X.�� is the weight of �� .

∑ �
�=1�� · �� ·�� and

∑ �
�=1�� · �� · (1 −�� ) are the

irst-order moments of� on treated and control groups, respectively. �3 and �4 are the balancing parameters. The
term (

∑ �
�=1�� −�)

2 is used to guarantee that the sum of all sample weights is �. The term
∑ �
�=1 (�� − 1)

2 helps to
reduce the variance of the sample weights. After removing the confounding bias, the correlation between � and the

class variable is the causal efect.

To select causal features, we need to estimate the causal efects of all features. However, in practice, for each
feature, learning a set of sample weights is infeasible, especially on high-dimensional learning tasks. To this
end, motivated by [11], the proposed algorithm learns a set of weights from a global perspective to align the
distribution of the treated group and the control group corresponding to each feature as follows.

L =

︁

�
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�
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�
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︁
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︁
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︁

�
�=1 (�� − 1)

2,

(5)

where � � is the ��ℎ feature in X.
However, in reality, there are often nonlinear relationships between features and there is often noise in the data,

which are easy to disturb the balance of data distribution between the treated and control groups, resulting in
poor quality of� . Since the supervised autoencoder has advantages in learning nonlinear relationships between
features and compressing noise, the proposed algorithm uses a supervised autoencoder to map the treated and
control group data into a low-dimensional nonlinear space, and then balances the data distribution between them.
Speciically, given the input data X and the class label Y, we use Eq. (3) to learn a supervised autoencoder model.

Once U
( � )
� , b

( � )
� (� = 1, 2; � = 1, 2, · · · , �) are learned, we can obtain the low-dimensional representations of the
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Fig. 3. The dependencies among confounders, treatment T, and the class variable Y. (a) The identified confounder set contains
irrelevant features. (b) The identified confounder set does not contain irrelevant features.

treated and control groups. And thus, the Eq. (5) can be rewritten as follows.

L =

︁
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�=1 (�� − 1)

2,

(6)

where X·, � is the ��ℎ feature in X, and X·,− � = X\X·, � represents all the other features by removing the ��ℎ feature
in X. ⊙ is the Hadamard product.

Phase 2: Estimating the causal efect of each feature. Just as we discussed in phase 1, the sample weights
� learned in phase 1 can be used to remove the confounding bias. Studies [2, 12] show that the correlation
between a given feature� and the class variable is the causal efect if the confounding bias is removed. Motivated
by this, we minimize a weighted cross-entropy loss to estimate the causal efect of each feature as follows.

−
︁

�
�=1�� ·

(

�� · log
1

1 + ��� (−�� · �)
+ (1 − �� ) · log(1 −

1

1 + ��� (−�� · �)
)
)

+ �5∥� ∥1, (7)

where �� is the label of the �
�ℎ sample �� .

The value of �� is the causal efect between the ��ℎ feature and the class variable. Given a ixed threshold � > 0,
if |�� | ≥ � , the ��ℎ feature is a causal feature. Otherwise, the ��ℎ feature is an irrelevant feature. According to the
value of � , we can obtain causal features.

Phase 3: Progressively removing irrelevant features. In Eq. (6), when evaluating the causal efect of a
treatment feature, all the other features are regarded as confounders, including irrelevant features. In reality,
given a treatment feature, not all the other features are confounders. If some irrelevant features are viewed
as confounders, the treated and control groups data would contain irrelevant features and the balance of true
positive confounders would be disturbed, resulting in that the learned� may be inaccurate. Studies [21, 30] have
shown that failure to adjust for confounders can result in incorrect conclusions. That is, if confounders cannot
be well balanced, causal efect estimation would be undesirable and low-quality causal feature sets would be
obtained. Therefore, it is necessary to remove irrelevant features from the confounder set for more reasonable
causal efect estimation.
To this end, we progressively remove irrelevant features from the confounder set by iteratively carrying out

phase 1 and phase 2. To be speciic, 1) given a treatment feature, we construct the confounder set (initially, all
remaining features are regarded as confounders), and then we learn the sample weights� using Eq. (6). 2) Based
on the learned� , we use the weighted logistic regression algorithm (see Eq. (7)) to identify some irrelevant
features V and remove them from the confounder set, and obtain the confounder set X⧹V⧹{� }, as shown in
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Fig. 3 (b). 3) We repeat steps 1) and 2) for removing all irrelevant features and obtain causal features. In practice,
it is diicult to determine the threshold � for identifying irrelevant features. If the value of � is set too large,
some causal features would be discarded due to unreliable causal efect estimation. Instead, at each iteration, the
top 10% features with the smallest causal efect values are regarded as irrelevant features. That is, in previous
iterations, we remove 10% of the features each time. In the last iteration, we use the threshold � to determine
causal features, as the causal efect estimation achieves optimal after several iterations.

5 EXPERIMENTS

In this section, we evaluate the performance of the proposed PCFS algorithm by comparing it with several
state-of-the-art classical and causal feature selection methods.

5.1 Experimental Setings

5.1.1 Datasets. To validate the efectiveness of PCFS, the experiments on synthetic and real-world datasets are
performed.
Synthetic dataset. First, we generate observed features X = {C,V} = {�1,· · · ,��� ,�1,· · · ,��� }∽N(0, 1) with

independent Gaussian distribution, where �� + �� = � . To make X� ∈ X binary, we set X� = 1 when X�>0,
otherwise X� = 0, where X� represents the �

�ℎ variable in X. To simulate complicated causal relationships, we
separate the causal features into a linear part C� and a non-linear part C� . Then, we generate the class variable �
using the following generation function [11].

Y = 1/(1 + ��� (−
︁

X� ∈C�

�� ·X� −
︁

X� ∈C�

� � ·X� ·X�+1) + N (0, 0.2),

where �� = (−1)
� · (�%3 + 1) · �/3 and � � = �/2. To make Y binary, we set � = 1 when �≥0.5, otherwise � = 0.

To verify the efectiveness of our method on data with sample selection bias, we generate a set of environments
� by varying � (� |V) with a bias rate � ∈ (0,1). Speciically, for each sample, it is selected with probability � if
V� = Y, otherwise, it is selected with probability 1-� .
Amazon Review is a cross-domain sentiment classiication dataset of product reviews collecting from four

types of products: Books (B), DVDS (D), Electronics (E) and Kitchen appliances (K), each of which has about 1,000
positive and 1,000 negative reviews. In our experiments, we use the preprocessed version of Amazon Review
reported in [27], and construct twelve tasks: B→D, B→E, · · · , K→E, where B→D represents that B and D are
used as the training data and testing data, respectively.

Oice-Caltech10 with SURF features consists of 2,533 images collecting from four real-world domains: Caltech-
256 (C), Amazon (A),Webcam (W) and DSLR (D). In the experiments, we generate twelve tasks: C→A, C→W, · · · ,
D→W. For this dataset, the preprocessed version reported in [22] is adopted.

Note that for Amazon Review and Oice-Caltech10 datasets, we convert features to binary ones using one-hot
encoding.

5.1.2 Baselines. We compare PCFS with two classical feature selection methods, FCBF [35] and LUFS [23], and
four causal feature selection methods, BAMB [15], EEMB [26], EAMB [10], and CVS [13]. CVS irst selects a
causal feature using priori knowledge, and then performs CI tests to learn the dependencies between this causal
feature and other features for selecting other causal features. Note that PCFS only uses the learned causal features,
i.e., a subset of the original features, for building the classiier.

5.1.3 Implementation details. On the synthetic datasets, the values of �1, �2, �3, �4, and �5, � are set to 0.0001, 10,
0.0001, 0.001, 0.01 and 0.1, respectively. On the Amazon Review and Oice-Caltech10 dataset, the values of �1, �2,
�3, �4, and �5, � are set to 0.0001, 1, 0.0001, 0.001, 1 and 0.001, respectively. On all datasets, the number of stacked
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layers is set to 2. All experimental results are conducted on Windows 10 with Intel(R) i7-10700, 2.90 GHz CPU,
and 64GB memory.

5.1.4 Evaluation metrics. For synthetic datasets, the Root Mean Square Error (RMSE), Average_Error and
Stability_Error metrics [11] are used to evaluate the performance.

RMSE(De) =

︂

1

�

︁�

�=1
(�� − �̂� )2,

where D� is the dataset from environment � ∈ �, � is a set of all environments. �� and �̂� are the true and predicted
label of the ��ℎ sample, respectively. Average_Error and Stability_Error are deined as follows.

Average_Error =
1

|� |

︁

�∈�
RMSE(D� ),

Stability_Error=

︂

1

|� |−1

︁

�∈�
(RMSE(D�)−Average_Error)2.

For real-world datasets, the classiication accuracy of testing data is used as the quality metric. In the following
experiments, the logistic regression classiier is used.

5.2 Experiment Results on Synthetic Data

We generated data with 2000 samples by varying selection bias rate � = {0.15, 0.25} and dimension of variables
� = {20, 40, 60}. The results of PCFS and its rivals are shown in Fig. 4 ∼ Fig. 6, from which we have the following
observations.

• Regardless of the number of variables � and selection bias rate � , PCFS is superior to its rivals. Speciically,
PCFS achieves lower RMSE than the baseline methods. Furthermore, PCFS achieves lowest Average_Error
and Stability_Error values, and this conirms the robustness of our method. The reason is that the baselines
utilize co-occurrence relationships between the class variable and features or use CI tests to select features,
which are easy to select irrelevant features under sample selection bias. In contrast, PCFS selects causal
features by estimating the causal efect between the class variable and features, which can well tackle the
sample selection bias problem.
• LUFS performs worse than PCFS but better than the other methods. This is because LUFS utilizes �2,1-norm
to regularize the feature self-representation term and uses �1-norm to regularize the graph Laplacian term,
making the model more robust to irrelevant (noisy) features. PCFS can well identify irrelevant features by
estimating the causal efect, and thus achieves lower Average_Error and Stability_Error values than LUFS.
• The performance of all algorithms decreases with the increase of the number of features, which indicates
that the increase of feature dimension increases the diiculty of learning. However, PCFS achieves the best
performance in diferent feature dimensions, which shows the efectiveness of our method.

5.3 Experiments Results on Real-World Data

The experimental results of PCFS and its rivals on Amazon Review and Oice-Caltech10 datasets are presented
in Table 1 and Table 2, respectively. We observe that PCFS outperforms its rivals on most tasks, especially on the
tasks of B→E, B→K, C→D, and W→C. We also see that the average classiication accuracies of PCFS on the
Amazon Review and Oice-Caltech10 datasets are 75.99% and 44.35%, respectively. Compared to the best baseline
CVS, the average performance of PCFS gains 1.94%, 1.24% of improvement, respectively, which demonstrates the
efectiveness of PCFS.
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Fig. 4. RMSE, Average_Error, and Stability_Error of PCFS and its rivals on various test datasets by varying bias rate r (p = 20).
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Fig. 5. RMSE, Average_Error, and Stability_Error of PCFS and its rivals on various test datasets by varying bias rate r (p = 40).
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Fig. 6. RMSE, Average_Error, and Stability_Error of PCFS and its rivals on various test datasets by varying bias rate r (p = 60).

To further demonstrate the robustness of the causal features selected by our method, we also use two classiiers,
i.e. SVM and Naive Bayes, to compute the classiication accuracies achieved by using the selected feature subsets.
The experimental results are reported in Table 3 to Table 6.

We observe that regardless of the classiier used, PCFS achieves better average accuracies than its rivals and
achieves the lowest average rank value, which indicates the efectiveness of the proposed method. We also see
that CVS performs better than BAMB, EEMB and EAMB. The reason for this is that BAMB, EEMB and EAMB
cannot well deal with high-dimensional complex data, when the dimension increases, especially when there
are hundreds of features, causal feature learning becomes unreliable given the limited number of samples. In
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Table 1. Accuracy (%) of the 12 cross-domain tasks on Amazon Review based on the logistic regression classifier.

Methods FCBF LUFS BAMB EEMB EAMB CVS PCFS

B→D 73.84 73.74 73.24 74.24 74.34 76.94 77.94
B→E 67.02 68.57 72.32 73.32 73.27 71.32 76.73
B→K 69.08 72.59 73.14 75.34 75.29 73.24 77.44
D→B 70.25 70.60 71.60 71.30 70.30 70.35 72.75
D→E 72.77 72.77 72.17 72.27 72.57 74.17 73.97
D→K 76.59 73.14 75.34 74.14 76.39 75.09 77.24
E→B 66.60 72.00 66.10 66.65 68.05 69.35 72.95
E→D 69.33 72.89 68.93 69.28 70.04 72.59 73.79
E→K 78.69 81.64 78.49 79.24 79.99 81.89 82.79
K→B 69.20 68.35 68.50 69.70 69.75 68.35 69.75
K→D 70.34 73.99 71.84 72.24 70.99 73.99 74.59
K→E 78.53 81.33 78.63 80.23 78.73 81.33 81.93
Avg 71.85 73.47 72.53 73.16 73.31 74.05 75.99

Avg rank 5.54 4.25 5.50 4.17 3.96 3.46 1.13

Table 2. Accuracy (%) of the 12 cross-domain tasks on Ofice-Caltech10 based on the logistic regression classifier.

Methods FCBF LUFS BAMB EEMB EAMB CVS PCFS

C→A 39.77 46.35 41.54 42.80 38.20 48.64 49.90
C→W 33.12 36.94 36.31 38.22 35.03 40.13 41.40
C→D 26.44 36.61 30.51 33.56 26.44 36.27 40.00
A→C 34.73 38.82 34.82 34.11 34.37 38.82 42.30
A→W 28.66 36.31 32.48 29.94 28.66 34.39 35.03
A→D 31.53 29.15 30.85 28.47 30.85 39.66 34.92
W→C 28.58 33.84 26.27 30.37 29.03 33.84 36.24
W→A 29.02 36.85 30.17 30.58 29.23 36.85 36.53
W→D 65.61 76.43 59.24 64.33 65.61 76.43 72.61
D→C 25.47 29.83 25.11 20.48 26.18 31.70 32.68
D→A 25.26 32.05 27.14 21.71 25.68 32.05 34.03
D→W 52.54 70.17 45.08 32.20 53.90 68.47 76.61
Avg 35.06 41.95 34.96 33.90 35.26 43.11 44.35

Avg rank 5.63 2.63 5.21 5.42 5.42 2.21 1.50

Table 3. Accuracy (%) of the 12 cross-domain tasks on Amazon Review based on the SVM classifier.

Methods FCBF LUFS BAMB EEMB EAMB CVS PCFS

B→D 72.24 70.74 72.29 72.09 72.99 74.79 77.04
B→E 66.02 70.47 71.37 72.27 72.57 74.37 75.48
B→K 67.63 73.84 71.54 73.89 74.34 74.49 77.59
D→B 69.70 72.40 70.10 70.55 70.00 71.85 75.55
D→E 72.87 72.27 71.22 71.27 72.12 74.67 75.48
D→K 75.79 74.24 73.49 73.04 75.79 74.24 78.54
E→B 66.05 72.15 66.50 65.90 67.35 69.80 71.50
E→D 68.93 71.79 69.03 68.53 68.68 72.04 72.59
E→K 78.69 82.99 78.59 78.84 78.99 80.84 82.34
K→B 67.70 71.45 66.75 69.20 67.80 71.45 70.55
K→D 70.34 72.39 70.39 70.99 70.89 72.39 72.79
K→E 78.03 81.63 78.98 79.23 77.83 81.63 81.23
Avg 71.17 73.86 71.69 72.15 72.45 74.38 75.89

Avg rank 5.63 3.25 5.58 5.17 4.46 2.42 1.50

contrast, CVS uses priori knowledge to select a causal feature and leverages it to obtain other causal features by
performing a single CI test on per feature, which can well alleviate the data-ineicient problem, and thus can
obtain more high-quality causal features than BAMB, EEMB and EAMB. In addition, we observe that BAMB,
EEMB and EAMB do not perform better than two classical feature selection methods, i.e. FCBF and LUFS. This is
because the collected data are complex and contain noise that has a great impact on the CI tests, BAMB, EEMB
and EAMB achieves low-quality causal features due to unreliable CI tests.
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Table 4. Accuracy (%) of the 12 cross-domain tasks on Amazon Review based on the Naive Bayes classifier.

Methods FCBF LUFS BAMB EEMB EAMB CVS PCFS

B→D 72.29 72.29 72.54 71.59 72.29 77.09 79.84
B→E 72.77 70.47 71.82 71.97 72.97 74.87 77.58
B→K 76.24 74.19 73.94 75.49 76.19 76.94 79.14
D→B 70.20 73.75 69.25 69.75 70.80 73.70 78.10
D→E 72.87 75.38 70.97 70.92 72.02 76.38 77.93
D→K 76.39 74.64 75.29 75.04 75.79 75.39 79.09
E→B 66.50 73.50 64.30 65.25 66.55 66.15 72.70
E→D 68.68 73.99 68.08 67.13 68.83 71.94 74.64
E→K 78.49 83.34 78.24 76.24 78.64 81.64 83.19
K→B 69.20 72.80 67.30 69.05 69.40 72.80 74.55
K→D 71.14 75.74 71.04 71.89 72.09 75.74 76.39
K→E 78.53 82.23 79.18 80.48 79.28 82.23 83.43
Avg 72.77 75.19 71.83 72.07 72.90 75.41 78.05

Avg rank 4.58 3.46 6.08 5.92 4.00 2.79 1.17

Table 5. Accuracy (%) of the 12 cross-domain tasks on Ofice-Caltech10 based on the SVM classifier.

Methods FCBF LUFS BAMB EEMB EAMB CVS PCFS

C→A 38.73 48.02 44.99 42.80 39.67 50.63 54.07
C→W 31.21 43.95 43.31 40.76 35.67 49.04 52.23
C→D 26.78 33.90 32.20 33.22 26.10 36.61 36.95
A→C 34.82 38.65 37.49 34.55 34.37 41.14 41.76
A→W 33.76 31.85 29.30 33.76 29.94 32.48 34.39
A→D 29.49 28.81 30.17 29.15 27.46 33.56 31.53
W→C 26.80 28.76 25.73 29.12 28.41 28.76 30.01
W→A 28.08 28.81 28.18 29.12 28.29 28.81 30.38
W→D 64.97 71.97 61.15 66.88 68.79 71.97 75.80
D→C 24.93 21.99 21.37 18.97 25.02 23.06 23.78
D→A 19.52 16.08 18.37 16.18 20.15 17.01 16.70
D→W 46.78 32.88 36.27 28.81 47.46 42.71 42.71
Avg 33.82 35.47 34.05 33.61 34.28 37.98 39.19

Avg rank 4.71 4.21 5.08 4.71 4.67 2.83 1.79

Table 6. Accuracy (%) of the 12 cross-domain tasks on Ofice-Caltech10 based on the Naive Bayes classifier.

Methods FCBF LUFS BAMB EEMB EAMB CVS PCFS

C→A 34.13 39.14 35.70 35.28 34.34 39.77 39.25
C→W 35.67 43.95 36.31 35.67 38.85 38.22 38.85
C→D 26.44 36.61 31.86 29.49 26.10 41.36 38.98
A→C 31.17 31.43 30.19 27.87 31.17 31.97 32.06
A→W 24.84 33.12 30.57 31.21 27.39 34.39 35.67
A→D 30.85 33.90 31.53 33.22 30.85 36.61 36.95
W→C 29.56 31.17 26.00 28.32 28.76 31.17 31.79
W→A 31.84 35.07 32.05 31.32 32.67 34.03 36.22
W→D 54.78 61.15 54.14 50.96 53.50 57.32 65.61
D→C 24.58 26.98 24.49 20.39 24.76 27.16 28.58
D→A 21.29 26.93 23.38 18.89 21.50 28.39 28.08
D→W 43.05 51.86 36.95 28.47 43.39 52.20 57.29
Avg 32.35 37.61 32.76 30.92 32.77 37.72 39.11

Avg rank 5.63 2.63 5.17 6.04 5.04 2.13 1.38

5.3.1 Statistical Tests. To further compare the performance diference between PCFS and the baseline methods,
we conduct the Friedman test and Nemenyi test [9]. Here, we use the results achieved by the logistic regression
classiier. Speciically, irst, the Friedman test at the 5% signiicance level under the null-hypothesis that all
methods are equivalent (i.e., the average ranks of all methods are the same) is performed. The average ranks of
all methods on the Amazon Review and Oice-Caltech10 datasets are reported in the last column of Table 1 and
Table 2, respectively. We observe that the null hypothesis is rejected on the two datasets.
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Fig. 7. Comparison of the PCFS against its rivals with the Nemenyi test.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.30

0.35

0.40

0.45

0.50

RM
SE

r on test data

PCFS w/o SAE
PCFS

PCFS w/o SAE PCFS
0.0

0.1

0.2

0.3

0.4

0.5

Av
er

ag
e 

Er
ro

r &
 S

ta
bi

lit
y 

Er
ro

r

method

(a) Trained on n = 2000, p = 40, r = 0.15

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.2

0.3

0.4

0.5

0.6

0.7

RM
SE

r on test data

PCFS w/o SAE
PCFS

PCFS w/o SAE PCFS
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Av
er

ag
e 

Er
ro

r &
 S

ta
bi

lit
y 

Er
ro

r

method

(b) Trained on n = 2000, p = 40, r = 0.25

Fig. 8. Comparison of PCFS against łPCFS w/o SAEž.

To further check whether there are signiicant diferences between PCFS and its rivals, we conduct the Nemenyi
test, which states that there exists a signiicant diference between two algorithms if the average ranks of the two
algorithms difer by at least one critical diference (CD). The results are depicted in Fig. 7. We observe that on
Amazon Review, PCFS achieves comparable performance against CVS, and it completely surpasses the other
methods. On Oice-Caltech10, PCFS achieves comparable performance against CVS and LUFS, and it signiicantly
outperforms the other methods. We also see that PCFS is ranked the irst place.

5.4 Analysis

To verify the efectiveness of mapping the treated and control group data into a low-dimensional nonlinear space
using a supervised autoencoder, we propose a variant of PCFS, which uses the original treated and control group
data to learn sample weights, referred as łPCFS w/o SAEž. PCFS is compared with łPCFS w/o SAEž using two
synthetic datasets. The experiment results are shown in Fig. 8. We observe that the RMSE value of PCFS is lower
than that of łPCFS w/o SAEž. Furthermore, PCFS achieves lower Average_Error and Stability_Error values, which
shows the necessity of mapping the treated and control group data into a low-dimensional nonlinear space to
improve the quality of learned sample weights. The reason for this is two-fold. First, learning low-dimensional
representations of the treated and control group data captures non-linear relationships between features and
reduces the impact of noisy features. Second, the number of features has great impact on the quality of learned
sample weights. Mapping the treated and control group data into a low-dimensional nonlinear space reduces the
diiculty of learning sample weights, as the dimension of features decreases.
To further demonstrate the superiority of using a supervised autoencoder for learning low-dimensional

representations of the treated and control group data, we introduce a variant of PCFS that utilizes PCA [18] to
learn low-dimensional representations, and we refer to this version of PCFS as PCFS-PCA. For the sake of fairness,
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Fig. 9. Comparison of PCFS against PCFS-PCA.
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Fig. 10. RMSE, Average_Error, and Stability_Error of PCFS by varying the number of stacked layers � .

regardless of using autoencoders and PCA, the dimensions remain consistent after dimensionality reduction. Fig.
9 shows the results of PCFS and PCFS-PCA on two synthetic datasets. We can see that PCFS achieves a lower
RMSE value than that of PCFS-PCA. Additionally, the values of Average_Error and Stability_Error of PCFS-PCA
are higher than those of PCFS, indicating that using the supervised autoencoder can learn high-quality feature
representations. This is because the supervised autoencoder captures more complex nonlinear relationships
between features compared with PCA.

To study the efect of stacked layers � , the experiments on two synthetic datasets by varying the number of � are
performed, and the experimental results are depicted in Fig. 10. From the experimental results, we observe that
PCFS achieves poor performance when the number of � is set to 1. The possible reason is that the autoencoder
with one hidden layer may not well capture the complex nonlinear relationships between features. We also note
that PCFS obtains promising performance when the number of � is greater than or equal to 2. Since the number
of parameters is exponential with the number of � , the number of � is set to 2 in our experiments.
To demonstrate the efectiveness of progressively removing irrelevant features, we perform experiments on

two synthetic datasets by varying the number of iterations (�) of removing irrelevant features. The results are
depicted in Fig. 11. We observe that PCFS performing only one iteration achieves highest Average_Error value.
Furthermore, we see that the value of Average_Error decreases with the increase of the number of iterations
when � ≤3. We also note that the value of Average_Error tends to be stable when � ≥ 3. In summary, from the
experimental results, we can draw the conclusion that the proposed strategy of progressively removing irrelevant
features is efectiveness. The reason for this is that PCFS gradually removes irrelevant features and reduces the
inluence of irrelevant features on sample weighting, and thus improves the quality of learned sample weights
and obtains more accurate causal efect estimation.
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Fig. 11. Average_Error and Stability_Error of PCFS by varying the number of removing irrelevant features.

To evaluate the efectiveness of using irst-order moments to measure the distribution discrepancy between
the treated group and the control group, we propose two variants of PCFS, which use second-order moments
and fourth-order moments instead of irst-order moments used in Eq. (6) to measure the distribution diference,
referred as PCFS-2M and PCFS-4M, respectively. The calculation process of second-order moments is deined as
follows.
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We carry out experiments on two synthetic datasets, and have plotted the RMSE, Average_Error, and Stability_Error
of PCFS, PCFS-2M, and PCFS-4M in Fig. 12. It can be seen that PCFS is superior to PCFS-2M and PCFS-4M. To be
speciic, the RMSE and Average_Error values obtained by PCFS are the lowest. References [11, 20] indicate that
irst-order moments can also achieve promising performance when the features are binary variables. Compared
to irst-order moments, in theory, second-order and fourth-order moments can better measure the distribution
discrepancy. That is to say, it is advantageous to use second-order and fourth-order moments to align the distribu-
tion between the treated and control groups corresponding to a single feature. However, PCFS needs to balance
the distribution between the treated group and the control group corresponding to each feature. Compared with
irst-order moments, the calculation processes of second-order and fourth-order moments are more complex,
and thus it is more diicult to optimize them and learn desirable sample weights for balancing the distribution
between diferent groups, especially for high-dimensional datasets.

To investigate the sensitivity of PCFS with respect to the threshold � , we conduct experiments on two synthetic
datasets by varying the values of � that are selected from the set {0.5, 0.1, 0.01, 0.005, 0.001}. The experimental
results are shown in Fig. 13. We can see from the igure that PCFS is sensitive to the value of � . If the value of �
is too large, partial causal features may be discarded, while if it is too small, some irrelevant features may be
selected, leading to a degradation in generalization performance.
To investigate the efect of the hyper-parameters �1, �2, �3, �4, and �5, parameter sensitivity analysis on one

synthetic dataset is performed. When we tune a speciic parameter, the values of the remaining parameters are
freezed. The results are depicted in Fig. 14. We see that PCFS is sensitive to the ive hyper-parameters. Additionally,
for �1∼�5, [5e-5,1e-4], [1,10], [1e-4,0.001], [1e-4,001], [0.01,0.03] are the optimal value ranges.
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Fig. 12. Comparison of PCFS against PCFS-2M and PCFS-4M.
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Fig. 13. RMSE, Average_Error, and Stability_Error of PCFS by varying the value of � .

6 CONCLUSION

In this paper, we investigate the problem of causal feature selection under sample selection bias, and have
proposed a novel algorithm, PCFS, for causal feature selection. Diferent from previous causal feature selection
methods, PCFS progressively removes irrelevant features to learn causal features by estimating the causal efect
between features and the class variable. Extensive experiments have been performed on synthetic and real-world
datasets, and the experimental results have illustrated that PCFS has stronger generalization ability than other
state-of-the-art algorithms. The success of PCFS indicates the importance of estimating the causal efect when
performing causal feature selection.
Despite the encouraging performance, PCFS still sufers from two limitations. First, PCFS can only deal with

discrete binary features, because when estimating the causal efect of the feature T, it needs to divide samples
into a treated group (T=1) or a control group (T=0) based on the value of the samples in the feature T. Second,
PCFS needs to learn the weight for each sample, and thus it is diicult for PCFS to deal with datasets with large
training samples. In the future, we will explore PCFS to handle continuous, high-dimensional datasets.
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