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1 EXPERIMENTS ON SYNTHETIC DATA

1.1 Comparison methods.

We compare the ADL algorithm with five representa-
tive local-to-global DAG learning algorithms, including
GSBN1 [1], MMHC2 [2], SLL+C/G3 [3] and GGSL [4],
and seven well-established and state-of-the-art global DAG
learning algorithms, including K24 [5], OBS [6], Improved-
K2 [7], NOTEARS5 [8], DAG-GNN6 [9], GOLEM7 [10] and
DAG-NoCurl8 [11].

1.2 Datasets.

We use an open-source toolkit [12] to first construct a DAG
with 5,000 vertices, and then based on the causal mechanism
shown in Eq. (1), we generate three datasets with 500, 1,000
and 5,000 samples, respectively.

Polynomial : y = (W0 + XW1 + ...+ XdWd) + E, (1)

where X denotes the vector of causes, E represents the noise
variable accounting for all unobserved variables, and Wi

(i = 1, 2, .., d) is the weight coefficient vector. In our experi-
ment, we add 40% Gaussian noise to generate datasets.
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1. The source codes of GSBN are available at https://github.com/

kuiy/CausalLearner.
2. The source codes of MMHC are available at http://mensxmachina.

org/en/software/probabilistic-graphical-model-toolbox.
3. The source codes of SLL+C/G are available at https://www.cs.

helsinki.fi/u/tzniinim/uai2012.
4. The source codes of K2 are available at https://github.com/

bayesnet/bnt.
5. The implementation is publicly available at https://github.com/

xunzheng/notears.
6. The code is available at https://github.com/fishmoon1234/

DAG-GNN.
7. The code is available at https://github.com/ignavierng/golem.
8. The code is available at https://github.com/fishmoon1234/

DAG-NoCurl.

1.3 Evaluation metrics.

We evaluate the performance of ADL and its rivals from
three aspects: structure errors, structure correctness and
efficiency. The SHD (Structural Hamming Distance) and
Ar F1 metrics as shown below are used to measure structure
error and structure correctness, respectively. The running
time is utilized as the efficiency measure of the algorithms.

• SHD (Structural Hamming Distance) is the sum of
the values of Miss, Extra, Reverse and Undirected,
where Miss is the number of missing edges in the
DAG learned by an algorithm against the true DAG,
Extra is the number of extra edges in the learned
DAG, Reverse is the number of edges with wrong
directions according to the true DAG, and Undirected
is the number of undirected edges in the learned
DAG. In our experiments, we randomly orient the
edges that cannot be oriented by a DAG learning al-
gorithm, thus the value of Undirected is always 0 and
Undirected metric is not shown in the experimental
results. The smaller the value of SHD the better.

• Ar F1= 2∗Ar Precision∗Ar Recall
Ar Precision+Ar Recall . The Ar Precision

denotes the number of correctly predicted arrow-
heads in the output divided by the number of edges
in the output of an algorithm, while the Ar Recall
denotes the number of correctly predicted arrow-
heads in the output divided by the number of true ar-
rowheads in a test DAG. Compared to SHD, Ar F1
not only considers erroneous edges, but also correct
edges. A larger value of Ar F1 is better.

1.4 Implementation details.

All experiments were conducted on a computer with Inter
Core i9-10900 3.70-GHz CPU, NVIDIA GeForce RTX 3060
GPU and 64-GB memory. The significance level for con-
ditional independence tests is set to 0.01. For continuous
optimization based DAG learning methods (i.e., NOTEARS,
DAG-GNN, GOLEM and DAG-NoCurl), we adopt 0.3 as
the threshold to prune the DAGs obtained from those
methods [10]. K2, OBS, Improved-K2, GSBN, MMHC and
our algorithm are implemented in MATLAB, SLL+C/G and
GGSL are implemented in C++, and NOTEARS, DAG-GNN,
GOLEM and DAG-NoCurl are implemented in PYTHON.
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1.5 Results of DAG learning on synthetic data
The experimental results on synthetic datasets are shown in
Tables 1-3 below. In Tables 1-3, the symbol “-” denotes that
an algorithm does not produce results on the corresponding
dataset when the running time of the algorithm exceeded
12 hours or there is no enough memory space, and the best
results are highlighted in bold face.

From Tables 1-3, we can see that only the MMHC al-
gorithm and our algorithm can produce results on such
a high-dimensional dataset, and our algorithm is always
better than the MMHC algorithm on both effectiveness and
efficiency. The experimental results on synthetic datasets
further illustrate the scalability of our proposed algorithm.

2 TWO EXEMPLARS LEARNED BY OUR METHOD

In this section, we show two exemplar DAGs learned by our
proposed algorithm with the marked missed, extra, reversed
edges.

We first use one benchmark Bayesian network (BN),
Child9, to randomly generate two datasets, including 500
data samples and 1,000 data samples, respectively.

In the following, Fig. 1 shows the true DAG of Child
network, Fig. 2 shows the DAG learned by our proposed
method from the dataset with 500 samples, and Fig. 3 shows
the DAG learned by our proposed method from the dataset
with 1,000 samples.

BirthAsphyxia

Disease

Sick DuctFlow CardiacMixing LungParench LungFlow LVH

Age Grunting HypDistrib HypoxialnO2 CO2 ChestXray LVHreport

GruntingReport LowerBodyO2 RUOO2 CO2Report XrayReport

Fig. 1. The true Child network.
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TABLE 1
Experimental results on synthetic dataset with 500 samples. (↓ means that the lower, the better while ↑ denotes the higher, the better.)

Algorithm SHD (↓) Reverse (↓) Miss (↓) Extra (↓) Ar F1 (↑) Ar Precision (↑) Ar Recall (↑) Time (↓)
K2 - - - - - - - -

OBS - - - - - - - -
Improved-K2 - - - - - - - -

GSBN - - - - - - - -
MMHC 4685 1427 207 3051 0.518 0.423 0.668 11724.85
SLL+C - - - - - - - -
SLL+G - - - - - - - -
GGSL - - - - - - - -

NOTEARS - - - - - - - -
DAG-GNN - - - - - - - -

GOLEM - - - - - - - -
DAG-NoCurl - - - - - - - -

ADL 4168 1311 202 2655 0.554 0.462 0.693 6389.86

TABLE 2
Experimental results on synthetic dataset with 1,000 samples. (↓ means that the lower, the better while ↑ denotes the higher, the better.)

Algorithm SHD (↓) Reverse (↓) Miss (↓) Extra (↓) Ar F1 (↑) Ar Precision (↑) Ar Recall (↑) Time (↓)
K2 - - - - - - - -

OBS - - - - - - - -
Improved-K2 - - - - - - - -

GSBN - - - - - - - -
MMHC 3580 1143 61 2376 0.612 0.514 0.755 8277.6
SLL+C - - - - - - - -
SLL+G - - - - - - - -
GGSL - - - - - - - -

NOTEARS - - - - - - - -
DAG-GNN - - - - - - - -

GOLEM - - - - - - - -
DAG-NoCurl - - - - - - - -

ADL 3214 1033 60 2121 0.643 0.548 0.778 3564.41

TABLE 3
Experimental results on synthetic dataset with 5,000 samples. (↓ means that the lower, the better while ↑ denotes the higher, the better.)

Algorithm SHD (↓) Reverse (↓) Miss (↓) Extra (↓) Ar F1 (↑) Ar Precision (↑) Ar Recall (↑) Time (↓)
K2 - - - - - - - -

OBS - - - - - - - -
Improved-K2 - - - - - - - -

GSBN - - - - - - - -
MMHC 2235 710 8 1517 0.741 0.654 0.854 4842.96
SLL+C - - - - - - - -
SLL+G - - - - - - - -
GGSL - - - - - - - -

NOTEARS - - - - - - - -
DAG-GNN - - - - - - - -

GOLEM - - - - - - - -
DAG-NoCurl - - - - - - - -

ADL 2111 657 8 1446 0.755 0.669 0.865 3288.38


